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Edge tier

Node processor with
inference and online
training engine

High frequency
activity data
local inference

Digital Twins,
abnormal detection
and frequent data
caching
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Big data
Small
learning

Big data
Medium
learning

Big data
Deep
learning

Feature size
(number of

variables or
complexity)

Less than 100

Between 100 to
500

100s to 1000s

Prediction
throughput

A few thousands to
millions of predictions
per sec

A few hundred
predictions per secs

1000’s of predictions
in an hours

Prediction
interval

Variable from
days to ms

A few secs

5-15 mins

Machine learning
engine

Ensemble classifier

Generative
performance surrogate
model with Bayesian
learning

Deep Markovian
Models

Deep learning neural
networks

Hardware failure prediction
Software failure prediction
Automatic application detection
Storage security applications
(ransomware detection)

System abnormally detection

Digital Twins for dynamic system
performance optimization

High dimensional time series for
resource demand prediction
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